Throughput Testing of Adtran NetVanta 1560-24-740W

The objective of this testing is to evaluate the Ethernet throughput of the Adtran NetVanta 1560-24-740W switch against a baseline established by a throughput test using a Cisco 3560CX switch.
The testing showed that there is no difference between the packet forwarding tests with the Cisco 3560CX. A picture shows it best.
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Iperf3 client hardware and software:

Gigabyte Technology Co., Ltd.
B450 I AORUS PRO WIFI
AMD Ryzen 5 2400G
Intel Corporation Ethernet Controller X710 for 10GbE SFP+
vmware ESXi-7.0.0-15843807-standard
FreeBSD 12.2 with vmxnet 3 adapter
iperf 3.9 (cJSON 1.7.13)

Iperf3 client hardware and software:

ASUSTeK COMPUTER INC.
ROG STRIX X370-F GAMING
AMD Ryzen 7 1700X @3400MHz
Intel Corporation Ethernet Controller X710 for 10GbE SFP+   https://cdrdv2.intel.com/v1/dl/getContent/641693
Ubuntu 20.04.2 LTS (5.4.0-80-generic #90-Ubuntu SMP_
QEMU emulator version 4.2.1 (Debian 1:4.2-3ubuntu6.17)
CentOS Stream release 8 (4.18.0-326.el8.x86_64)
iperf 3.5 (cJSON 1.5.2)

Cisco switch hardware

C3560CX-12PD-S running IOS version 15.2(7)E4

Adtran switch hardware

Adtran NetVanta 1560-24-740W (Adtran Switching Engine) running  version 4.4-43

Baseline Network Setup
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Adtran Network Testing Setup
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Baseline Througput Tests

The first two tests were run with iperf3, 2 parallel tcp streams to the iperf3 server for 5 minutes. One was run sending data to the server and the second having the server send back to the client. The client sent at a rate of just over 5GB/s and received at an average of 8.39GB/s. There were some tcp retransmits.
iperf3 -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec   180 GBytes  5.14 Gbits/sec  34743             sender
[SUM]   0.00-300.00 sec   180 GBytes  5.14 Gbits/sec                  receiver

iperf3 -R -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec   293 GBytes  8.39 Gbits/sec  6918             sender
[SUM]   0.00-300.00 sec   293 GBytes  8.39 Gbits/sec                  receiver
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The next two tests were run with iperf3, 2 parallel udp streams to make 4GB/s to the iperf3 server for 5 minutes. One was run receiving data from the server and the second sending data to the server. The server sent an average of just over 2GB/s. The client sent at 1.77GB/s. Jitter and loss percentages are shown.

iperf3 -R -u -P 2 -t 300 -b 2000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.04 sec  37.9 GBytes  1.08 Gbits/sec  0.000 ms  0/28074874 (0%)  sender
[  5]   0.00-300.00 sec  36.4 GBytes  1.04 Gbits/sec  0.011 ms  1045688/28074512 (3.7%)  receiver
[  7]   0.00-300.04 sec  37.9 GBytes  1.08 Gbits/sec  0.000 ms  0/28074566 (0%)  sender
[  7]   0.00-300.00 sec  36.4 GBytes  1.04 Gbits/sec  0.012 ms  1045637/28074204 (3.7%)  receiver
[SUM]   0.00-300.04 sec  75.7 GBytes  2.17 Gbits/sec  0.000 ms  0/56149440 (0%)  sender
[SUM]   0.00-300.00 sec  72.9 GBytes  2.09 Gbits/sec  0.012 ms  2091325/56148716 (3.7%)  receiver

iperf3 -u -P 2 -t 300 -b 2000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.00 sec  30.9 GBytes   884 Mbits/sec  0.000 ms  0/22891834 (0%)  sender
[  5]   0.00-300.04 sec  30.9 GBytes   883 Mbits/sec  0.019 ms  8696/22891829 (0.038%)  receiver
[  7]   0.00-300.00 sec  30.9 GBytes   884 Mbits/sec  0.000 ms  0/22891594 (0%)  sender
[  7]   0.00-300.04 sec  30.9 GBytes   883 Mbits/sec  0.020 ms  8903/22891589 (0.039%)  receiver
[SUM]   0.00-300.00 sec  61.7 GBytes  1.77 Gbits/sec  0.000 ms  0/45783428 (0%)  sender
[SUM]   0.00-300.04 sec  61.7 GBytes  1.77 Gbits/sec  0.020 ms  17599/45783418 (0.038%)  receiver
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Netvanta 1560-24-740W L2 10G Channel Throughput Tests

The NetVanta switch was put in-line with single-mode fiber optic cables using Curvature Cisco compatible SFP+ modules as we use with current Netvanta and Cisco Customer Premise Equipment (CPE). 
The first two tests were run with iperf3, 2 parallel tcp streams to the iperf3 server for 5 minutes. One was run sending data to the server and the second having the server send back to the client. The client sent at a rate of just over 5GB/s and received at an average of 8.39GB/s. There were some tcp retransmits.

iperf3 -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec   177 GBytes  5.07 Gbits/sec  35166             sender
[SUM]   0.00-300.00 sec   177 GBytes  5.07 Gbits/sec                  receiver

iperf3 -R -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec   293 GBytes  8.39 Gbits/sec  7207             sender
[SUM]   0.00-300.00 sec   293 GBytes  8.39 Gbits/sec                  receiver
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The next two tests were run with iperf3, 2 parallel udp streams to make 4GB/s to the iperf3 server for 5 minutes. One was run sending data to the server and the second receiving data from the server. The server sent an average of just over 2GB/s. The client sent at 1.35GB/s. Jitter and loss percentages are shown.

iperf3 -u -P 2 -t 300 -b 2000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.00 sec  23.6 GBytes   677 Mbits/sec  0.000 ms  0/17533002 (0%)  sender
[  5]   0.00-300.03 sec  23.6 GBytes   677 Mbits/sec  0.019 ms  3080/17533002 (0.018%)  receiver
[  7]   0.00-300.00 sec  23.6 GBytes   677 Mbits/sec  0.000 ms  0/17532631 (0%)  sender
[  7]   0.00-300.03 sec  23.6 GBytes   677 Mbits/sec  0.018 ms  3152/17532631 (0.018%)  receiver
[SUM]   0.00-300.00 sec  47.3 GBytes  1.35 Gbits/sec  0.000 ms  0/35065633 (0%)  sender
[SUM]   0.00-300.03 sec  47.3 GBytes  1.35 Gbits/sec  0.018 ms  6232/35065633 (0.018%)  receiver

iperf3 -R -u -P 2 -t 300 -b 2000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.03 sec  36.8 GBytes  1.05 Gbits/sec  0.000 ms  0/27277376 (0%)  sender
[  5]   0.00-300.00 sec  35.5 GBytes  1.02 Gbits/sec  0.017 ms  957305/27277253 (3.5%)  receiver
[  7]   0.00-300.03 sec  36.8 GBytes  1.05 Gbits/sec  0.000 ms  0/27276057 (0%)  sender
[  7]   0.00-300.00 sec  35.5 GBytes  1.02 Gbits/sec  0.016 ms  956958/27275936 (3.5%)  receiver
[SUM]   0.00-300.03 sec  73.6 GBytes  2.11 Gbits/sec  0.000 ms  0/54553433 (0%)  sender
[SUM]   0.00-300.00 sec  71.0 GBytes  2.03 Gbits/sec  0.017 ms  1914263/54553189 (3.5%)  receiver
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Netvanta 1560-24-740W L3 10G Channel Throughput Tests

Routing was enabled on the Adtran and the iperf3 client machine. The iperf3 server remained on 192.168.1.0/24 and the client was put on 192.168.2.0/24. 
The first two tests were run with iperf3, 2 parallel tcp streams to the iperf3 server for 5 minutes. One was run sending data to the server and the second having the server send back to the client. The client sent at a rate of just over 5GB/s and received at an average of 8.35GB/s. There were some tcp retransmits.

iperf3 -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec   180 GBytes  5.15 Gbits/sec  37236             sender
[SUM]   0.00-300.00 sec   180 GBytes  5.15 Gbits/sec                  receiver

iperf3 -R -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec   292 GBytes  8.35 Gbits/sec  8491             sender
[SUM]   0.00-300.00 sec   292 GBytes  8.35 Gbits/sec                  receiver
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The next two tests were run with iperf3, 2 parallel udp streams to make 4GB/s to the iperf3 server for 5 minutes. One was run sending data to the server and the second receiving data from the server. The server sent an average of just over 2GB/s. The client sent at 1.74GB/s. Jitter and loss percentages are shown.

iperf3 -u -P 2 -t 300 -b 2000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.00 sec  30.5 GBytes   872 Mbits/sec  0.000 ms  0/22580218 (0%)  sender
[  5]   0.00-300.04 sec  30.4 GBytes   871 Mbits/sec  0.014 ms  7794/22580218 (0.035%)  receiver
[  7]   0.00-300.00 sec  30.5 GBytes   872 Mbits/sec  0.000 ms  0/22580034 (0%)  sender
[  7]   0.00-300.04 sec  30.4 GBytes   871 Mbits/sec  0.014 ms  8001/22580034 (0.035%)  receiver
[SUM]   0.00-300.00 sec  60.9 GBytes  1.74 Gbits/sec  0.000 ms  0/45160252 (0%)  sender
[SUM]   0.00-300.04 sec  60.9 GBytes  1.74 Gbits/sec  0.014 ms  15795/45160252 (0.035%)  receiver

iperf3 -R -u -P 2 -t 300 -b 2000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.03 sec  37.6 GBytes  1.08 Gbits/sec  0.000 ms  0/27874685 (0%)  sender
[  5]   0.00-300.00 sec  36.3 GBytes  1.04 Gbits/sec  0.013 ms  987321/27874454 (3.5%)  receiver
[  7]   0.00-300.03 sec  37.6 GBytes  1.08 Gbits/sec  0.000 ms  0/27862532 (0%)  sender
[  7]   0.00-300.00 sec  36.3 GBytes  1.04 Gbits/sec  0.013 ms  979411/27862296 (3.5%)  receiver
[SUM]   0.00-300.03 sec  75.1 GBytes  2.15 Gbits/sec  0.000 ms  0/55737217 (0%)  sender
[SUM]   0.00-300.00 sec  72.5 GBytes  2.08 Gbits/sec  0.013 ms  1966732/55736750 (3.5%)  receiver
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Another UDP Test With More Data Attempted

One short test was done for UDP traffic to see if the packet loss and jitter numbers changed much when the load was 3GB/s per stream rather than 2GB/s. The numbers did not change much. I believe this was close to what the test bed setup could achieve. The numbers are presented here as just another data point.
The next two tests were run with iperf3, 2 parallel udp streams to make 6GB/s to the iperf3 server for 5 minutes. One was run sending data to the server and the second receiving data from the server. The server sent an average of just over 2GB/s. The client sent at 1.8GB/s. Jitter and loss percentages are shown.

iperf3 -R -u -P 2 -t 60 -b 3000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-300.03 sec  37.6 GBytes  1.08 Gbits/sec  0.000 ms  0/27874685 (0%)  sender
[  5]   0.00-300.00 sec  36.3 GBytes  1.04 Gbits/sec  0.013 ms  987321/27874454 (3.5%)  receiver
[  7]   0.00-300.03 sec  37.6 GBytes  1.08 Gbits/sec  0.000 ms  0/27862532 (0%)  sender
[  7]   0.00-300.00 sec  36.3 GBytes  1.04 Gbits/sec  0.013 ms  979411/27862296 (3.5%)  receiver
[SUM]   0.00-300.03 sec  75.1 GBytes  2.15 Gbits/sec  0.000 ms  0/55737217 (0%)  sender
[SUM]   0.00-300.00 sec  72.5 GBytes  2.08 Gbits/sec  0.013 ms  1966732/55736750 (3.5%)  receiver

iperf3 -u -P 2 -t 60 -b 3000M -c 192.168.1.105
[ ID] Interval           Transfer     Bitrate         Jitter    Lost/Total Datagrams
[  5]   0.00-60.00  sec  6.28 GBytes   899 Mbits/sec  0.000 ms  0/4657936 (0%)  sender
[  5]   0.00-60.03  sec  6.28 GBytes   898 Mbits/sec  0.021 ms  1527/4657930 (0.033%)  receiver
[  7]   0.00-60.00  sec  6.28 GBytes   899 Mbits/sec  0.000 ms  0/4657928 (0%)  sender
[  7]   0.00-60.03  sec  6.28 GBytes   898 Mbits/sec  0.021 ms  1571/4657921 (0.034%)  receiver
[SUM]   0.00-60.00  sec  12.6 GBytes  1.80 Gbits/sec  0.000 ms  0/9315864 (0%)  sender
[SUM]   0.00-60.03  sec  12.6 GBytes  1.80 Gbits/sec  0.021 ms  3098/9315851 (0.033%)  receiver
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Netvanta 1560-24-740W L3 1G Channel Throughput Tests

With routing enabled, the iperf3 client was put on a 1G copper RJ-45 connection. The hardware client for this test was the Asus X370 motherboard listed above with no KVM software involved. The network hardware was an Intel I211 Gigabit network adapter.
TCP throughput tests were done. The first was run with iperf3, 2 parallel tcp streams to the iperf3 server for 5 minutes. One was run sending data to the server and the second having the server send back to the client. The client sent at a rate of just over 942MB/s and received at an average of 941MB/s. There were some tcp retransmits.
iperf3 -P 2 -t 300 -c 192.168.1.105
                                                      Retr
[SUM]   0.00-300.00 sec  32.9 GBytes   942 Mbits/sec    0             sender
[SUM]   0.00-300.00 sec  32.9 GBytes   941 Mbits/sec                  receiver

iperf3 -R -P 2 -t 300 -c 192.168.1.105
[SUM]   0.00-300.00 sec  32.9 GBytes   942 Mbits/sec  695             sender
[SUM]   0.00-300.00 sec  32.9 GBytes   941 Mbits/sec                  receiver
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Next a test was done where two iperf3 clients were connected to 1G copper RJ-45 ports on a different IPv4 network than the server to see if the 10G channel would approach 2GB/s usage. It did.
One iperf3 client was the Asus X370 motherboard listed above with no KVM software involved. The network hardware was an Intel I211 Gigabit network adapter. The second iperf3 client was a FriendlyElec NanoPC-T4, a Rockchip 3399 based PC with built-in Gigabit network adapter.
With routing enabled, the iperf3 client was put on a 1G copper RJ-45 connection and the other on a second 1G copper RJ-45 connection. TCP throughput tests were done. The first was run with iperf3 from both clients, 2 parallel tcp streams from the iperf3 server for 5 minutes. The second was run sending data to the server. The server was able to send to both clients at an average rate of just over 941MB/s. The Intel client was able to send at an average of 941MB/s. The Rockchip client sent at an average rate of 784 MB/s. There were some tcp retransmits.

iperf3 -R -P 2 -t 300 -c 192.168.1.105
Intel:                                               Retr 
[SUM]   0.00-300.00 sec  32.9 GBytes   942 Mbits/sec  137             sender
[SUM]   0.00-300.00 sec  32.9 GBytes   941 Mbits/sec                  receiver
NanoPC-T4:                                           Retr
[SUM]   0.00-300.00 sec  32.9 GBytes   942 Mbits/sec  137             sender
[SUM]   0.00-300.00 sec  32.9 GBytes   941 Mbits/sec                  receiver

iperf3 -P 2 -t 300 -c 192.168.1.105
Intel:
[SUM]   0.00-300.00 sec  32.9 GBytes   942 Mbits/sec  182             sender
[SUM]   0.00-300.00 sec  32.9 GBytes   941 Mbits/sec                  receiver
NanoPC-T4:
[SUM]   0.00-300.01 sec  27.4 GBytes   785 Mbits/sec  170             sender
[SUM]   0.00-300.01 sec  27.4 GBytes   784 Mbits/sec                  receiver

[image: ]

How It Really Happened

Photo of the Adtran switch after the final test with iperf3 clients using 1G copper ports.
[image: Image]
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